E.A.I Workshop facilitator guide (114mins)
Alex Laffer
 1. General introductions (5 mins)
Workshop etiquette &c.
2. Format and subject introductions (10 mins)
a. Do you know what Emotional A.I. is?
b. Do you think you have come across it?

Brief description of emotional A.I: Emotional AI technologies sense, learn and interact with citizens’ emotions, moods, attention, and intentions. They use a weak and narrow form of AI, where the technology may look intelligent and potentially thoughtful from the outside but is performing a specific task based on its programming. (We’re not talking about strong AI, which is what you might be more familiar with from the media – like HAL in 2001: A Space Odyssey where the technology emulates human cognition.)

In the case of emotional AI, the technology attempts to read and react to emotions through the collection of data that might include words, images, facial expressions, gaze direction, gestures, voices, and the body, which itself encompasses heart rate, body temperature, respiration, and electrical properties of skin. It might be something as simple as a smart assistant (like google home or Alexa), registering the tone of your voice and selecting music for you based on its perception of your mood. 

c. Now that you know what emotional AI is, do you think you have encountered it?

Explanation of workshop: I will be sharing a narrative with you that features different uses of emotional AI. At different points in the story, I’d like to gather the group’s opinions about the technology and how it is being used. 
[Lexia 1] In the world of this story, a company called AffecTech has developed and introduced emotional A.I. in range of products and services that you will encounter. 
3. Commercial use case: Voice Assistant (Nascent; Limited Risk) (12 mins)
i. Introducing tech: 
a. [In narrative decision]: Would you like the home-hub to order something to make you feel better?
(Prompts: what items? What process?)
b. Would you find this type of assistance useful?
(Initial reactions to technology; do they care it is monitoring emotion?)
ii. Voice assistant: tracking health (connecting to calendar &c.)
c. Would you find this additional support useful? 
(convenience/ease)
d. How do you feel about health and emotion tracking to improve assistance? 
(Added value/convenience or intrusive?)
iii. Adverts (contravision: wellbeing vs. medical) 
	a. Why do you think you are seeing these adverts? 
b. How do you feel about receiving these adverts? 
(Acceptable trade off/convenience/intrusion?)(Targeted advertising)	
4. Policing/Security use case: Travel hub sensor (Existing?; High risk) (12 mins)
i. Introducing tech:
a. [In narrative decision]: Would you move? Why?
(uncomfortable; privacy vs. benefits: safety; acceptance?)
b. How do you feel about the use of these sensors? 
(Safety issues? Privacy/unwanted surveillance? Other benefits/issues?)
ii. Positive & Negative provocations (contravision)
a. Why do you think these experiences are different?
(Issues with individual (safety) or technology?)
b. Have they changed your opinion on the sensors? 
(safety/privacy trade-offs)
c. Extension: Could they be deployed (more) successfully?
5. Civic use case: Deep fake/false news (Existing; Special Category data) (12 mins)
i. Introducing tech:
a. [In narrative decision]: Do you press thumbs up or thumbs down?  
b. Why do you think you have seen this video?
(Targeting; emotional responses; AI decisions; viral and emotive)
c. How does that make you feel? 
(Seeing the video, but mainly the reasons for seeing it).  
ii. Contravision (valence of outcomes dependent on participants stance)
a. What do you think of Facebooks actions? 
(in response to you clicking on a link) (Profiling; Microtargeting; benefits as well as issues; info abundance)
6. Commercial use case: Spotify (12 mins)
i. Introducing tech
	a. Do you click happy to accept or no, thanks? Why?
	b. What about this service do you like/dislike?
	c. Is it okay to collect data in this way? Why/why not?
	(user choice? Consent for others present? profiling? personalisation? Homogenisation? Reinforces negative moods &c.)
[bookmark: _Hlk77346765]7. Workplace use case: Sales assessment tool (Existing; High) (12 mins)
i. Introducing tech:
	a. [In narrative decision]: Are you positive or negative about the introduction of the system? Why? 
b. Do you think this is a good/fair way of judging people at work?
(Morality/ethics; Fairness; labour-relations)
c. Extension: How does this change the relationship between employer and employee? (prompt for positive/negative depending on contributions)
ii. Contravision
a. Why do you think these colleagues have had such different experiences?
(Accuracy; issues with tech; profiling emotions) 
b. Extension: How do you think they arrive at the ‘model’ employee? How are the systems trained? (Race/gender/bias) 
8. Commercial use case: Toy using emotional AI (Existing; High) (12 mins)
i. Introducing tech:
a. [In narrative decision]: Would you buy the gift? Why?
(and for your own child?) 
b. What might persuade or push you to make a different decision? 
(What might allay concerns?)
ii. Contravision element: 
a. Why do you think these parents had such different responses?
b. What do they think AffecTech will do with their data? 
c. Can you think of any benefits of this data  use?
(support; connection; engagement with children; entertainment &c.)
d. Can you think of any issues with this data use? 
(accuracy; advancing brand ambitions; manipulating emotion triggers; unwanted targeting). 
9. Commercial use case: Cabin auto-customisation and warning system (12 mins)
i. Introducing tech:
		a. [In narrative decision]: Would you turn off the sensor?
		b. How should you be informed about the tech? Manual sufficient?
		(transparency: activation and process)
ii. Contravision element:
a. How is your data being used? (Can you see positives/negatives?)
(Personalisationmedia and advertising)(Road safetyinsurance)
b. What level of input from the system are you comfortable with? Why?
c. Extension (for negative valence): What if it saves lives? 
Key areas surfaced: i. transparency and comfort with AI monitoring; ii. Privacy vs. safety; data circulation. 
10. Participatory design (10 mins)
i. Products and services:
a. Is there a product or service that we’ve discussed that you like but perhaps have some misgivings about?  
b. If yes:  What could be put in place to allay your misgivings>
What the tech allows (data capture, where it goes etc)
Laws to protect how data is used
Consumer education for greater understanding
c. If no: Why don’t they like the products/services?
 ii. Is it possible for yourself, and wider society, to live well with emotional AI?
11. Concluding remarks. (5 mins)
